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This paper presents a comparative investigation on the real and artificial detonation models as
well as their influences to the entire underwater explosion simulations. The study is carried out by
using the meshless, Lagrangian, and particle method—smoothed particle hydrodynamics, which
is robust, easy to apply and computationally efficient. Numerical results show that the real deto-
nation model produces more reasonable results than the artificial detonation model.

[lpencrasien CpaBHHTENLHLIN aHAIH3 MOJENEH PealbHO H HCKYCCTBEHHOM NETOHAUMM M HX
BIMAHHA HAa MOJENHPOBaHWE MOABOLHBIX B3pPHIBOB. [l pelleHHs NOCTaBIEHHON 3aiauM
HCHOJIB30BAH YUCIEHHBA TMAPOIMHAMHIECKHH METO CriIaKeHHRIX YaCTHIL, KOTOPHIH ABIACTCA
HE CETOYHBIM M OCHOBAH Ha CBOHCTBax vactu Jlarpamxka. 3ToT MeTOA ycTOHYHMB, MpOCT B
peanu3alyH ¥ BHYMCIMTENbHO 3¢ dexTupeH. ITokasaHo, 4TO MOAENb peanbHOM JETORALMH AaeT
IDy4HIHe Pe3yJbTaThl, YEM MOAENIb HCKYCCTBEHHOM AETOHALMH.
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Underwater explosion involves in violent chemical reaction which converts the
original high explosive (HE) into gas at very high temperature and pressure, occur-
ring with extreme rapidity and evolving a great deal of heat. Simulation of underwa-
ter explosion problems is a big challenge for traditional numerical methods. Early
theoretical and numerical analyses of underwater explosions were generally based
on the assumptions that the explosive charge in the spherical shape detonated from
the charge center and the surrounding water was infinite [1—3]. In the numerical
implementations, the pressure in the explosive gas was determined empirically,
while the interaction between the explosive gas and the surrounding water was not
properly considered. These disadvantages generally restricts the prediction of the
peak pressure to be acceptable beyond the range of more than 10 times the spherical
charge radius.

Many early numerical analyses of underwater explosions employed an artificial
detonation model of adiabatic explosion at constant volume rather than the real
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detonation process of HE in the entire underwater explosion simulations. In this
artificial detonation model, the detonation process of the HE is neglected with
assumptions that the detonation velocity is infinite, and the original HE is re-
placed by or in a sudden converted to a gas globe of extremely high pressure and
temperature. The gas globe possesses the same energy, occupies the same space
as the original HE, interacts with the surrounding water, and then produces
shock waves as well as bubble pulses in the water. Due to the assumptions or
simplifications on the real detonation process, this artificial detonation model
does not give the proper pressure profiles in the detonation produced gas prod-
uct. In some later numerical simulations [4, 5], the real detonation process of the
HE is included into the entire underwater explosion simulations, and thus the
pressure profiles in the explosive gas can be numerically but not empirically de-
termined. These two models on the detonation process of HE yield different
physics in the explosive gas and may lead to different results in underwater ex-
plosion simulations. However, no comparative investigation has ever been car-
ried out on these two detonation models and their influences to the entire under-
water explosion simulations.

In this paper the real and artificial detonation models as well as their influences
to the entire underwater explosion simulations are comparatively investigated by
using the method of smoothed particle hydrodynamics (SPH). SPH is unique in
computational fluid mechanics due to its meshless, Lagrangian and particle fea-
tures. Since its invention to solve astrophysical problems in three-dimensional open
space [6—8], SPH has been heavily studied and extended to dynamic response with
material strength [9—11] as well as dynamic fluid flows with large distortions [12].
SPH uses smoothed particles as interpolation points to represent materials at dis-
crete locations, so it can easily trace material interfaces, free surfaces and moving
boundaries. The meshless nature of SPH overcomes the difficulties due to large de-
formations since SPH uses particles or points rather than mesh as computational
frame to interpolate. These nice features of SPH make it fairly attractive in simulat-
ing underwater explosion. Numerical analyses are carried out for TNT explosion in
water with one case of slab charge and another case of spherical charge. The differ-
ent performances of these two detonation models on the shock wave propagation
and peak shock pressure will be investigated.

Underwater explosion simulation. The underwater explosion can be divided
into two processes, the detonation process through the HE and the dispersion pro-
cess of the detonation-produced gas, which interacts with the surrounding water. In
underwater explosions, the explosive gas and the water can be assumed to be
inviscid and compressible while the explosion process adiabatic. So the Euler equa-
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tion can be used to model the explosive gas as well as the water coupled with corre-
sponding equation of state
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where v, u, p, p and ¢ are velocity vector, internal energy, density, pressure and
time instant respectively. The first three equations in equation (1) state the conserva-
tion of mass, momentum and energy, while the fourth equation is the equation of
state (EOS). In this paper TNT is used in the simulation as the HE and the detona-
tion gas product is assumed to behave as a Jones-Wilkins-Lee (JWL) high energy
explosive with the equation of state
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where the parameters are A4 =3.712x10" Pa; B =00321x10"" Pa; R, =4.15;
R, =0.95; @=0.30; 8 =p/p,; p, is the reference density of 1630 kg/m>; E is the
initial specific internal energy of 4.29x10°/kg. The detonation velocity of 6930 m/s

is used.
The equation of state for water is

p=aip+ap’ +asu’ +(by +bip) pu,

where p =p,/po—1;a; = 2.2x10° N/mz; a = 9.54x10° N/m?; a;=1.457x10'° N/mz;
bo = 0.28; b; = 0.28; po= 1000 kg/m’.

., Numerical method-SPH methodology. As a Lagrangian particle method,
the basic concept of SPH is that the state of a system can be determined by a
collection of arbitrarily distributed particles while forces are calculated
through inter-particle interactions in a smoothed fashion. These smoothed par-
ticles can be regarded as interpolation points, which form the computational
frame for the differential equations given in equation (1). The particle proper-
ties can be estimated by taking a weighted average value over those of the sur-
rounding particles.
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Numerical approximation. In SPH methodology, the fluid is represented by
particles, which are typically of fixed mass, follow the fluid motion, advect con-
tact discontinuities and reduce computational diffusion of various fluid proper-
ties. The particles carry fluid quantities such as mass m, velocity vector v, posi-
tion vector x etc, and form the computational frame for the partial differential
equations governing the conservation law. In the standard SPH methodology,
for a function f, the approximation of its function value at a certain location or
particle i as well as its gradient can be expressed as summation interpolants over
the neighbor particles using a smoothing kernel function # with the smoothing
length A

r
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where if representing the distance between particle i and j as ry,
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where x is the position vectors of the particles.
A typical smoothing kernel function should satisfy the requirements of norma-
lization condition, jW(x —-x',h) dx =1; Delta function condition, }’in}) Wx-x',h)=
_)

=8 (x~x") as h— 0; and the compactness condition, # (x ~x', h) =0 forjx —x'|>Ah,
where A is a constant dependent only on the particular smoothing kernel function

used. In this paper, the cubic spline function is used [8],
2 524183 0<sa,
3 2

é(z-sf, 1£85<2,

0, 522,
where § =l X —x’|/ h; o, is a dimension-dependent constant related to the smooth-

ing length. In one, two or three-dimensional space o, = I/h, 15/ Trh?® or 3/2nh’ re-
spectively. It’s clear that the A used in this cubic spline kernel is 2.
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Artificial viscosity. The artificial viscosity is used in SPH methodology to sta-
bilize the numerical scheme, prevent particle penetration and capture shock waves.
In this paper, we employ the standard Monaghan type artificial viscosity IT; [8],

n
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where o,B,m are constants that are set 1, 10 and 014 j5 v and crepresent the ve-
locity vector and the speed of sound respectively.

Equation of motion. Applying the SPH kernel and particle approximation con-
cept to equation (1), the following discretized equation of motion is derived as one
of the standard form of SPH equations and can be used to model the HE detonation
as well as the underwater explosions

' N .
P—u—"=12m‘1p"*p’—+l'l v, -V, )V.W.,
2 P2 2 y i J Py
1 Jj=1 Pi pj
Dx; _
Dt

Using some standard techniques such as leapfrog (LF), predictor-corrector and
Runge-Kutta (RK) schemes can carry out the numerical integration of ordinary dif-
ferential equation for physical variables at every particle. In this paper, the leapfrog
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method is used for its low memory storage and efficiency. The particle density, ve-
locity, internal energy and position can be updated in the following formulations:

t=t+At,
pi(t+A18)=p (¢ -B17)+A1-Dp (1),
v,-(t+%)=v,-(t—%)+At-Dv,-(t),
u,.(t+Ay2)=ui(z—Ay2)+Ar-Dui(z),
X, (1+A0) =x,(1)+Ar-v, (1 +A7).

However, the LF is subject to the CFL condition for stability, which typically
results in time step to be proportional to the smoothing lengths. In this work, the
time step is taken as

At=min (&, [[h;(Vv, +¢; +12 (a.c, +B| Vv, D,

where £ is the Courant number, taken around 0.3.

Numerical tests and analyses. HE detonation process. The difference and
concern of the two detonation models lie in whether the real detonation process has
been included into the entire underwater explosion simulations or the real detona-
tion process is simplified as an artificial detonation condition of adiabatic explosion
at constant volume. In this work, the real detonation process of a one dimensional
TNT slab is first investigated to study the distribution of the physical variables in the
gas which will affect the later shock wave. This case is specially selected for the pur-
pose of comparison since good numerical simulations [5, 13] for the same case have
already been given. The simulation of one-dimensional TNT slab detonation doesn’t
lose generality since early analyses based on the assumption of spherical charge
detonating from the charge center can be simplified into one dimension.

In the simulation, a 0.1 m long TNT slab is detonated from one end. In Shin’s
simulation, coupled Lagrangian-Eulerian analysis with the software MSC/Dytran is
applied. The wall boundary conditions were used to forbid material transport from
everywhere. In this SPH simulation, the symmetric condition is used. This makes
the detonation of the 0.1 m long slab from one end to the other end equivalent to the
detonation of a 0.2 m long slab from the middle point to one end. Before detonation,
particles are evenly distributed along the slab. The initial smoothing length is one
and a half times the particle separation. After detonation, a plane detonation wave is
produced. According to the detonation velocity, it takes around 14.4 us to complete
the detonation to the end of the slab.

Figures 1, 2, 3 show the pressure, density and velocity along the slab at 1 ps in-
terval from 1 to 14 us by using 4000 particles. The dashed line in Fig. 1 represents
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the experimentally determined C-J detonation pressure, which is, according to the
Chapman and Jouguet’s hypothesis, the pressure at the tangential point of the
Hugoniot curve and the Rayleigh line [4, 14] and represents the pressure at the
equilibrium plane at the trailing edge of the very thin chemical reaction zone. For
this one-dimensional TNT slab detonation problem, the C-J pressure is
2.1x10'"N/m?. It can be seen from Fig. 1 that the gas behind the detonation wave

front has a pressure profile similar to a step increase followed by exponential type
decay, with the peak pressure immediately behind the detonation wave front and the
decay length increasing with propagation distance. With the process of the detona-
tion, the detonation pressure converges to the C-J pressure. The detonation shock is
resolved within several smoothing lengths. Further investigation reveals that more
particles along the slab result in sharper pressure profiles with bigger peak pres-
sures. The results are quite accurate and comparable to the results obtained by Shin.

For the simplified artificial detonation, the high explosive is replaced by explo-
sive gas in a sudden, which occupies the same volume with the same energy, so the
density also remains the same, as shown by the dotted line on Fig. 2. It’s different
from the above calculated density profile, which behaves as a step increase followed
by an exponential type decay. The gas particles are not in motion at this instant and
so the particle velocity is zero. The pressure of the gas calculated by using equation
(2) with p/p, =1is around 8.3759¢ + 009 N/m’ and is shown by the dotted line on
Fig. 1, this value is between the above calculated forward peak pressure and the
backward steady pressure, much smaller than peak pressure, while bigger than the
steady pressure. Since the detonation process is neglected in this artificial detona-
tion model, no detonation shock will advance along the TNT slab, while the pres-
sure suddenly rises to a very high level with its front at the gas/water interface.

Besides the different distribution of the physical variables, the real detonation
also causes two shaded areas both in Figures 1 and 2 at different instants. The shaded
areas in Figures 1 and 2 are for the instants of 14 ps. It is found that the upper shaded
area is approximately equal to the lower shaded area in the density profile in Fig. 2,
which is a reflection of the mass conservation in these two models. For pressure dis-
tribution in Fig.1, the upper shaded area is bigger than the lower shaded area. This
suggests when considering the detonation process, the gas will exert bigger force on
the surrounding water after the detonation is finished. It’s reasonable to presume
that the differences of the distribution of the physical variables in the high explosive
gas will lead to different performances when interacting with the surrounding water,
and may lead to different shock behavior in the water.

INT slab explosion in water. After detonation of the high explosive, the explo-
sive gas of high pressure, temperature and velocity tends to move outside, and inter-
acts with the surrounding water. For the above case, the interacting dispersion pro-
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Fig. 3. Velocity profiles along the TNT slab

cess of the explosive gas to outside water is investigated here. In the simulation the
computational domain of water is 10 m, which is large enough to prevent the bound-
ary effect.

Figure 4 shows the peak shock pressure in the water at different locations. In the
figure, a is the length of the original HE charge length, R is the distance from the
pressure measure location to the detonation end of the charge. It can be seen that the
peak pressures in both models decrease as the shock waves move away from the ex-
plosive gas. The decrease of the peak pressures behaves as an exponential decay. At
locations nearer to the charge or explosive gas, the peak pressure for the real detona-
tion model is much bigger than that for the artificial model. As the shock waves ad-
vance ahead, the difference becomes smaller. Beyond the range of 8-10 times the
charge length, the difference is too small to be negligible.
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Fig. 4. Peak pressures at different locations for the case of slab TNT charge

Figure 5 shows the pressure history for the location at 0.25 m, which is 2.5
times the length of the original TNT charge. It is obvious that the peak pressure as
well as the pressure curve for the real detonation model is higher than that for the ar-
tificial detonation model. It is noted that the arrival time for the shock wave to reach
the location in the real detonation model is slightly earlier than that in the artificial
detonation model. This is another representation of the bigger impulse of the explo-
sive gas to surrounding water in the real detonation model.

Underwater explosion of spherical TNT charge. To further validate our obser-
vation that the influence of the two detonation models on the entire underwater ex-
plosions only and greatly differs at earlier stages or nearer locations, and is negligi-
ble at very far away locations, another numerical test which involves in a spherical
TNT of 137 kg is simulated. For the spherical charge detonation from the charge
center, some empirical formulae exist to predict the peak shock pressure at different
locations [1—3]. One approach is the Penney-Dusgupta theory, which numerically
integrate the Riemann equations outward from the charge. According to

Penney-Dusgupta theory, for TNT, the value of the peak pressure is as a function of
shock radius R and the charge weight W,
- I/ 0.108# /3
P, =2.86-10“fW—”f’/‘R\’e [
\ /

Figure 6 shows the detailed comparisons of peak pressures obtained from dif-
ferent resources, experimental data from [14], the Penney-Dusgupta theoretical
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Fig. 6. Peak pressures at different locations for the case of spherical TNT charge

value, and the SPH simulation results with two detonation models. In the logarithm
scaled figure, a is the radius of the original HE charge length; R is the distance from
the pressure measure location to the charge center. For the region of R/a>10, the
Penney-Dusgupta curve can be approximated as a straight line, and compare well
with the experimental data. The peak pressure becomes higher for closer distances. It
should be noted that the Penney-Dusgupta curve is only valid for the region of R/a >
>10; for the region of 10> R/a >1, since the experimental data is not available, the
validity of the Penney-Dusgupta theory needs to be further verified. In the SPH sim-
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ulation, the peak pressure measure locations in water can be taken from the gas/wa-
ter interface (R/a=1) to further distances. The numerical results from SPH simula-
tion also agree well with the experimental data and the Penney-Dusgupta curve for
the region R/a>10. The peak pressure curves from the two detonation models are
both above the Penney-Dusgupta curve, and are closer to the experimental data than
the Penney-Dusgupta curve. Similar to the above case of TNT slab explosion in wa-
ter, the peak pressures in both models decrease as the shock waves propagate ahead.
At locations nearer to the charge or explosive gas, the peak pressure for the real
detonation model is much bigger than that for the artificial model. Beyond the range
of 8-10 times the charge radius, the difference is too small to be negligible.

Conclusions. In this paper the real and the artificial detonation models of HE as
well as their influences to the entire underwater explosion simulations are compara-
tively investigated by using the meshless, Lagrangian method of SPH. The
smoothed particle hydrodynamics is robust, easy to apply, computationally efficient
and can give good predictions for both magnitude and form of the shock wave. The
study is carried out with numerical examples of slab and spherical TNT charge. Itis
found that the two different detonation models leads to different profiles of physical
variables along the high explosive gas, and yields different impulses to the sur-
rounding water. The real detonation model produces stronger impulse than the arti-
ficial detonation model. Since the real detonation model properly gives the profiles
of physical variables in explosive gas before interacting with water, it leads to more
reasonable results. For the artificial detonation model, neglecting the detonation
process and simply replacing the original HE charge with explosive gas yield lower
peak pressure and slightly later arrival shock wave time. The difference in peak
pressure is rather large at closer distances, and become smaller with the advance of
the shock wave, and finally turns to be negligible after the region of 8-10 times the
charge radius (or equivalently charge length). So it can be concluded that for nu-
merical simulations of underwater explosions, beyond the region of 8-10 times the
charge radius, both two detonation models can get fairly good and close results; in
region nearer than 8-10 times the charge radius, the real detonation model rather
than the artificial detonation model should be employed to obtain more reasonable
results.

HNozano nopienAnbEMI aHani3 Mofeneil peansHOI Ta WITY4HO! A€TORALIT Ta IXHill BIIHB Ha MoJe-
JOBAHHA M1iIBOAHKX BHOYXiB. [1s pO3B’A3aHHA TOCTABNEHOT 3a/iaui BHKOPHCTAHO YHCENbHHI riapo-
AHHAMIYHHH METOX 3IJIAJDKEHHX YaCTHHOK, AKHM HE € CITKOBHM i 6asyeTbca Ha BIACTHBOCTAX
yacTHHOK Jlarpanxa. Lleit Meton e crifikum, npoctum y peanizanii Ta 4HCENBHO e(HEXTHBHHM.
Tokasano, wo Moaesns peanbHoil AeToHalii fae kpami Pe3YNbTaTH, HiXK MOJEIb INTYYHOT ASTOHALL].
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